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The Problem

So you want to make a synthesizer?

Without Data
Approach: rule-based
Required: linguist
Pros: no data, can speed-up
Cons: robotic sounding
Example: eSpeak NG

With Data
Approach: statistical
Required: speech corpus
Pros: human-like speech
Cons: data == $$$
Example: Merlin
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Overview
Development Pipeline

1. find audiobook (Human)
2. split audiobook on silence (Human)
3. hand-align sample of audiobook (Human)
4. train speech recognizer on sample of audiobook (Kaldi)
5. use new recognizer to generate transcripts for more audiobook (Kaldi)
6. use text from audiobook to train TTS frontend (Ossian)
7. train acoustic and duration model for DNN TTS (Merlin)
8. synthesize new speech (Merlin / Ossian)
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DATA

DATA
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Audiobooks

Audiobooks

More data == better.

Better data == better.

Kyrgyz books == bizdin.kg

5 / 16

bizdin.kg


Original Audio

Original Audio
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Original Text

Original Text
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Split & Align

Split & Align

Split audio on silence: sox or Audacity

Split text on utterance-like punctuation: python3

Align text to audio: ears, eyes, hands
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Train Recognizer

Train Speech Recognizer

Language model == audiobook text.

Overfit to speaker == good.

Train w/ Kaldi.
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<http://jrmeyer.github.io/kaldi/2016/12/15/DNN-AM-Kaldi.html>


Decode Speech

Decode Speech

Split on silence exactly as before.

Decode w/ Kaldi.

Now you have more training data for TTS.
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<http://jrmeyer.github.io/kaldi/2017/01/10/Using-built-DNN-model-Kaldi.html>


TTS

TTS
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Train Ossian

Train Ossian Frontend

Naive Approach
tokenize on whitespace
word2vec (instead of POS)
split into characters

Linguistic Approach
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Train Merlin

Train Merlin Models

Acoustic Model Duration Model
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Synthesize

Synthesize New Speech

trained model + new text == new speech

simple as that

14 / 16



Thank you!

Thanks!
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Thanks!

Acknowledgements

I would like to thank the researchers at CSTR for welcoming me to
Edinburgh and helping me understand their fabulous toolkits; in particular

Oliver Watts, Simon King, and Srikanth Ronanki.

This material is based upon work supported by the National Science
Foundation Graduate Research Fellowship under Grant No.
(DGE-1746060). Any opinion, findings, and conclusions or

recommendations expressed in this material are those of the authors(s) and
do not necessarily reflect the views of the National Science Foundation.

16 / 16


